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Abstract

Reliablemulticastprotocolscanstrongly simplifythede-
signof distributedapplications.However it is hard to sus-
tain a high multicastthroughputwhengroupsare large and
hetepgeneous.In an attemptto overcomethis limitation,
previouswork has focusedon wealeningreliability prop-
erties. In this paperweintroducea novel reliability model
thatexploitssemantiknowlede to decidein which specific
conditionsmessges can be purged without compomising
application correctness. This modelis basedon the con-
ceptof messge obsolescenceA messge becomesbsolete
whenits contentor purposeis overwrittenby a subsequent
messge. We showthat messge obsolescencean be ex-
pressedn a genericway and can be usedto configue the
systento achieve highermulticastthroughput.

1. Intr oduction

Theissueof achiezing high andstablethroughputin re-
liable multicastprotocolshasbeenaddresseby severalre-
centresearchefforts[4, 18, 2]. Two mainimpairmentsto
supportasustainedhighthroughpuin thistypeof protocols
have beenidentified: i) someprotocolscan be inherently
non-scalablejii) heterogeneougroupsrepresentan hos-
tile ernvironmentwhereary single slow-recever can, due
to the flow control mechanismsbecomethe bottleneckof
thewholesystem.

The first problemhasbeenaddressedby the designof
more scalableprotocolsthat implementefficient mecha-
nismsto disseminatanessageand collect stability infor-
mation[10]. Thesecondoroblemis moredifficult to tackle
sinceno protocol can force a nodeto executefasterthan
its own resourcesllow. The problemcanbe circumvented
by relaxingthe reliability of multicast,for instance py not
delivering all messageso processeshat are significantly
slower than the majority of group member$4]. Unfortu-
nately whenstrongreliability is lost, mostof thesimplicity
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thatwasgainedat theapplicationlevel is alsolost.

In this papewe proposeadeterministiaeliability model
thatmakesuseof messagsemanticgo allow messages
be purged without compromisingapplicationcorrectness.
The model is basedon the conceptof messge obsoles-
cence A messagdecomesobsoletewhen its contentor
purposes overwrittenby a subsequenmnessageWe shav
with practicalexamplesthat that obsolescencean be ex-
pressedn agenericway andusedin differentcontexts.

The papershaws that a reliable multicast protocol that
purgesobsoletemessagesansustairhigherthroughputand
discusse$iow the patternof obsolescencthatan applica-
tion exhibitsis relatedto differentsystemparameters.

The paperis structuredasfollows: In Section2 we ad-
dresstheissueof multicastflow control andits role in the
performanceof heterogeneousulticastgroups. Section3
introduceghe concepbof messag®bsolescencandshavs
how it canbe expressedby the applicationat the proto-
col interface. Section4 addressesur semanticallyreliable
multicastprotocol and, using both analyticaland simula-
tion models,shavs how the protocol’s performanceanbe
assessedndrelatedto traffic characteristicandsystenpa-
rametersSection5 illustratesthe protocolusinga concrete
application. Section6 comparesour protocolwith related
work andSection7 concludeghe paper

2. Moti vation

The problemof achieving andsustaininghigh multicast
throughputis intrinsically relatedto flow controlin multi-
castprotocols. A multicastsystem,composedf a source,
intermediatenetwork links and routers,and sinks, canbe
describedas a pipeline. Eachstageof the pipeline hasa
maximum capacity determinedby characteristicsuchas
processingpower, memoryor bandwidth.If input continu-
ally exceedsthe capacityof ary given stage that stagebe-
comesoverloadedandits performancelegrades affecting
the entire messagdlow. For instancewhenoverloadeda
network canexhibit a muchlower bandwidththanits max-
imum capacity{12]. Workstationand sener performance
alsosuffer severedegradationvhenmemorycapacityis ex-
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Figure 1. Behavior of reliab le multicast under load: One element of the group slows down by sleeping
an increasing amount of time (x axis) between message deliveries.

ceed,a phenomenoknown asthrashind7].

Flow control mechanismsn network protocolsensure
thatthe sourcedoesnot producemore messagethanary
recipientor network componentanhandle,thusenabling
full but safeuseof availableresources.This is commonly
achieved by dynamically evaluating resourceavailability
andadaptingto it, for instanceusingthe classicawindow-
basedmechanismasin TCP/IP[5]. Specifically individ-
ual stagef the pipelinetoleratetransientdegradationpe-

riodsof posteriorstagey temporarilybufferingmessages.

Whenstoragespacebecomegxhaustedhey propagatehis
informationto the previous stage. Eventually the source
is reachedandforcedto diminish its sendingrate. Back-
pressuren the precedingstagecanbe establishedhrough
explicit messagesrimplicitly, for instanceby notacknawl-

edgingthereceptionof previousmessages.

In the context of multicastcommunicatiorall recipients
andlinks to recipientsarepartof acommonpipeline,rooted
at the multicast source. Regardlessof the specific flow
control mechanisnused,a singleslow recipienteventually
forcesthe sourceto slow down, degrading overall group
performance.

To illustrate this behavior, we have simulateda simple
reliable multicastprotocol, usinga small constanthnumber
of elementsand an extensionto multicastof the classical
window-basedmechanisnjl1]. This scenaricallows usto
concentrat®n degradationdueto flow control, withoutin-
terferencerom phenomenauchasack implosion[8] that
would surfacein large groups. Furtherinformation about
experimentakonditionscanbefoundin Section4.4.

Specifically we use one elementof the group as the
sender producingmessagest a constantrate. One other
elementis a fastrecever, consumingmessageassoonas

they areavailable. The third is the slow recever, delayed
by constanamountof time atthe applicationlevel between
two messageleliveries.

Figurelashovstheaveragethroughpuin messageper
secondy axis)asmeasuredeaving the sendeffor different
delaysintroducedat the slow receier (x axis). Notice that
whenthe delay at the recever is too big to keepup with
the sender flow control forcesthe senderto wait, thereby
decreasingts throughputandaffectingall recevers.

Figure 1b illustratesanotherincorvenientof the situa-
tion, shawving averagebuffer ocupang at the senderandat
eachrecever raisingwhenthe delay at the recever forces
the senderto slow down. In thesecircumstancesransient
performancelegradationconditionswithin asinglestageof
the pipelinewill immediatelyaffect the whole system.For
instance,the variability of the interval betweenmessages
grows becausét becomeslependenbn the retransmission
mechanismConsequentlyvariability of inter-arrival times
atfastreceversis alsoaffected,asdepictedn Figurelc.

Naturally, if reliability is strictly required,i.e., if all re-
cipients must eventually deliver all messageseither the
senderadjuststo the slowestrecever or messagemdefi-
nitely accumulatdor delivery within the system.Thus,the
only definitive solutionto this problemwould beto replace
the slowest componentwith a fasterone. Unfortunately
transientproblemsby different machinesmay inducethe
samebehaior asaconsistentlyslow singlenode[3].

An alternatve pathto addresghe problemis to wealen
reliability requirementssothatslowver recevversarenot re-
quiredto deliver all messageandthusdo not needto slow
down the sender However, pureunreliableprotocols,that
randomlydrop messagesareof little useto mary applica-
tions. Evenif somemechanisnis implementedo notify the



recever thatsomemessagebave beendroppedthe appli-
cationmightbeunableto take any correctve measuresince
it hasno knowledgeof thatmessage content.

This hasleadto furtherresearchon providing someuse-
ful informationto the applicationaboutmessagethathave
beenlost. Forinstanceijt hasbeenproposedheparalleluse
of two multicastprotocols:An unreliableprotocolusedfor
payloadand a reliable protocol usedto corvey meta-data
describinghe contentof datamessagesenton the payload
channe[16]. Usingthisinformation,therecevermayeval-
uatethe relevanceof lost messagesnd explicitly request
retransmissiomvhenneeded.

Our approachis inspiredon this principle, but exploits
the semanticknowledgeat the sendersideinstead. As we
will explainlaterin thetext, thisallowsusto makethesame
optimizationsvithoutrequiringthemaintenancef two par
allel communicatiorchannelsandwithoutrequiringthein-
volvementof the applicationin managingetransmissions.

3. Messageobsolescence

The basic idea behind our approachis that in a dis-
tributed applicationsomemessagesverwrite the content
and purposeof other messagesentin the past,therefore
makingthemirrelevant. If obsoletemessagebave notbeen
yet deliveredto the application,they canbe safely purged
without compromisingthe applications correctnessin or-
derto usethis conceptwe must: i) identify which applica-
tions exhibit messag@bsolescenceandii) show thatit is
possibleto expressthis propertyin a genericform. In the
remainingof this sectionwe will addresshesetwo issues.

3.1 Applications with messagebsolescence

Applications embodyingoperationswith overwrite se-
mantics, in particular applicationsmanagingread-write
itemsarethe mostobviousexampleof applicationshatex-
hibit messag@bsolescenceln theseapplicationsarny up-
dateof a given item is madeobsoleteby subsequentip-
date operations. Recognizingthis fact, someapplications
dealwith obsolescencdirectly. For instance,distributed
file-systems,such as NFS, cachewrite operationsin the
client to minimize network traffic[19]. Other examples
include weakly consistendistributed sharedmemory sys-
tems,wherememoryoperationsare boundedby synchro-
nizationprimitivesto delaydistribution of update$17].

However, it is not always possibleto implementthese
optimizationsat the applicationlevel. If the distribution of
updatesis unpredictableand its disseminatiorhastiming
constraints the applicationshould forward the updatesto
thenetwork assoonaspossible.At thatpoint, the message
becomesut of reachof the applicationandcannotbe dis-
cardedeven if shortly after it becomesobsolete. Typical

examplesare applicationssuchason-line trading systems,
wherenew quoteshave to be continuouslydisseminatedo
alargenumberof recipientgaconcreteexamplein givenin
Sectionb).

Not only applicationswith read-writesemanticsxhibit
the obsolescenceroperty For instance mary distributed
algorithmsare structuredin logical roundsand, whenthe
algorithmadwancesto the next round message$rom pre-
vious roundsbecomeobsolete.Recognizingthis property
Oliveiraetal.[9] have formalizedthe notion of k-stubborn
channel;a channelwherereliability hasto be ensuredust
for the last k messagegnotethat the numberof roundsis
not known a priori). The sameauthorshave shovn how
the fundamentalproblem of distributed consensuf®, 13
can be solved in asynchronoudlistributed systemsaug-
mentedwith failure detectorsand k-stubbornchannels.A
k-stubbornchannelcanbe seenhasa particularcaseof ob-
solescence.

3.2 Expressingobsolescence

In orderto be useful for a wide rangeof applications,
obsolescencmustbe expressedt the protocolinterfacein
agenericway. Furthermoretheinterfacemustnot betied
to messageontent,to ensurethat protocolandapplication
implementationganbekeptseparate.

We formalize obsolescencas a relation on messages.
For eachpair of message¢m,m’) in therelation,we say
that the first, m, is obsoletedby the second,;m'. Thein-
tuitive meaningof this relationis thatif (m,m') is in the
relationandif the systemeventuallydeliversm/’, the appli-
cationis correctregardlesof m beingdeliveredor not. We
assumehat this relationis transitve, anti-symmetricand
coherentwvith causabrderof events.Oneway to propagate
obsolescencnformationis to tag eachmessagevith the
identifiersof all messagethataremadeobsolete.

The expressvenesof this definition can be illustrated
by a few examples.In a strictly reliable channel,no mes-
sagecan be discardedand the relationis empty On the
otherextreme,arelationwhereevery messagebsoletesll
precedingnessageresultsin a1—stubbornchanne[9]. A
morecomplex exampleis presentedh Section5.

This definition is also genericas the messagecontent
needsnot be known by the protocol implementation. It
sufficesto annotateeachmessageaipon multicastwith the
identifiersof previousmessagethatit obsoletes.

4. Semanticallyreliable protocol

Using information conveyed by the obsolescenceela-
tion, it is possibleto modify a reliablemulticastprotocolin
orderto purge obsoletemessageshenthe systemis con-
gestedln thissectionwe establistwhatis theexpectedper



formanceof suchprotocolby presentinga simpleanalytical
modelfor the efficiency of the purging procedureandtest
it by meansof simulation. The analyticalmodelcanthen
be usedto deriverulesto properlyconfigurethe protocolin
orderto obtainthe maximumpossiblethroughput.

4.1 Purging obsoletemessages

Theprotocolto purgeobsoletanessagess actuallyquite
simple. The ideais that messagesarry control informa-
tion regardingthe obsolescenceelation. To preventfurther
overheadwhenthe systemis not overloadedhis informa-
tion is not takeninto accountby the protocolandall mes-
sagesarereliably deliveredto the application.

Messageobsolescencés only appliedto prevent con-
gestion.Whenbuffer occupang raisesabove a high-water
mark the protocol scansthe buffers for obsoletemessages
and purgesthem. Buffers are only parsedfor obsolete
messagesvhen a large numberof messagess storedlo-
cally, thusincreasinghe probability of finding relatedmes-
sagesand effectively reducingbuffer occupang. As soon
asbuffer occupang lowers, the protocol resumegeliable
operation.

Over time, if enoughmessagesan be purgedthe pro-
tocol will oscillate betweenreliable and congestednode
without exercising back-pressure. If not, purging some
messageatleastensureshatback-pressuris wealer, min-
imizing upstreancongestion. Note thatthe purging algo-
rithm is activatedfirst at the slower stageof the pipeline,
the one whosebuffers reachthe high-water mark sooner
This may prevent other stagesfrom becomingcongested,
strongly reducingthe probability that alternatingtransient
problematicreceivers permanentlycongestall stagesup-
stream.

Giventhesimplicity of theprotocol,theinterestingopen
issueis to understandvhich arethe systemparametershat
affect the effectivenesof the approachandhow thesesys-
temsparameterganbe relatedwith the obsolescencepat-
tern of the applications traffic. Our purposeis to obtaina
modelthat allows the applicationdesignerto easily check
whetherour semanticallyreliable protocol allows higher
throughputgo be sustained.

4.2 Analytical model

In orderto assesghe performanceof our protocol, in
termsof how differentthroughputscanbe accommodated
within the samegroup, we considera simplified system
modelconstitutedby a singlesendera fastrecever anda
slow recever (seeFigure?2).

The sendemproducesnessagesat rate T;. For eachre-
ceiver, messageareplacedin abuffer with capacityfor N
messages.If a messageannotbe insertedin one of the

T
Buffer (N) Fast Receiver (inf)

™

Buffer (N) ’Z‘ Slow Receiver (Tr)

Sender (Ts) T

Figure 2. Simplified system model.

buffers,the sendeblocksuntil buffer spacebecomesvail-
able. A fastrecever removesmessagefrom its buffer as
soonasthey becomeavailable. Ontheotherhand,theslon
receverremovesmessagefrom its buffer atrate7,.. Con-
sideringT,. < T, theslow receier’s buffer eventuallyfills
up. Whenthis happensthe protocol searcheghe buffer
for obsoletemessagedyeeingspaceo storearriving mes-
sages.If the systemremainsoverloadedor along period,
the buffer will eventuallybefilled just with unrelatedmes-
sages. Therefore,new messagesan only be acceptedf
they obsoleteoneof the messagem the buffer.

Theestimatiorof performanceéhusdepend®nknowing
the distancen the input streambetweerrelatedmessages.
Unlessobsolescencés strictly periodic, this is a random
variable.Let D bethe distancebetweeneachmessagand
the latestmessag®bsoleteddy it, and f(z) = P(D = z)
the probability massfunctionof D. Value f(0) is assumed
to betheprobability of notexisting any obsoletegredeces-
sormessage.

The probability of a messagédeingobsoletedy a new
messagés thusgivenby R, = > ., f(z), whichis an
estimateof maximumratio of messagethatcanbe purged
by the protocolundercontinuedcongestion However, this
is not a good estimateof how the protocolwould behave,
asit implicitly assumesn unboundedamountof previous
bufferedmessages.

Knowing thatwhenthe systemis congesteduffersare
full, amorereasonablassumptioris to considethatbuffer
sizedetermineshe maximumdistancebetweertwo related
messagesuch that one of them can be discarded. To-
tal probability of an obsoletedpredecessoexisting in the
buffer is thusR = Zi‘;l f(z), whereN is the maximum
numberof messagebufferedfor eachrecever. This gives
an estimateof the ratio of messageshat can be purged
by the protocolundercontinuedcongestion.Using R and
givenmaximumsendeandreceverthroughputd’s andT;.,
it is possibleto derive the effective throughputsT” and 7"
(seeFigure2):

. T,
T = I'Illl'l(irs7 TR) (1)

T' = min(T,T;) (2)

Naturally, if probabilityaccumulateatlow valuesof dis-
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Figure 3. Despite the increasingl y slow re-
ceiver, throughput at the sender remains un-
affected for as long as obsolescence allows
enough messages to be purged.

tance,i.e,, if the probability of a messagdseing madeob-
soleteby a closesubsequeninessagés high, the purging
procedures very effective. On the otherhand,if the dis-
tanceis large, it is likely thatthe buffersbecomeaxhausted
beforeary messagéasthe chanceto becomeobsolete. It
is alsoclearthat,for the sameobsolescencdistribution, the
algorithmperformsbestfor largerbuffer sizes.

4.3 Applying the model

To exercisethe model we have selectedthe following
patternof messag@bsolescenceMessageraffic consists
of two distincttypesof messages) independenimessages
thatdo not make othermessagesbsoleteandthat arenot
madeobsoleteby any othermessageandii) overwritemes-
sageshatobsoletaheirpredecesso@mndaremadeobsolete
by their successowith agivenprobability. Thedistribution
is characterizedsfollows:
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tern of traffic, here determined by parameter s
r and d, buffer size N must be adjusted in
order to obtain maxim um throughput.
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The parameter modelstherelative distribution of inde-
pendentaindoverwritemessageOntheaveragepneevery
r messagebasoverwritesemanticsThus,r directly estab-
lishesan absoluteupperboundon purging. The parameter
d representshe diversity of overwrite messagegjictating
the probabilityof two overwritemessagebeingrelatedand
thussensitvity to buffer size N. With this distribution we
canexploreboundaryconditionsthatlimit the performance
of our protocol.

For instance,Figure 3 shavs sereral aspectsof proto-
col performancdor this traffic patternaspredictedby our
model. In particular Figure 3a shaws the expectedbehar-
ior of a group where one elementis increasinglyslower
but wheretraffic is distributedaccordingo f, 1 usinglarge
buffers. Thisresult,shouldbecomparedo Figurela,where
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Figure 5. Simulation results.

globalthroughputis limited by the slower recever. Figure
3b explains why differentthroughputsare accommodated
by depictingthe amountof messagethatarepurged. Fig-
ure4 shavsthesensitvity to differentbuffer sizesof differ-
entcombinationof parameterg andd in asituationwhere
T, = 1000 msg/seandT,. = 400 msg/sea@ndthusmes-
sagegnustbe purgedin ordernot to impactoverall perfor
mance.

Thissimpleanalyticalmodeldoesnottakeinto consider
ationseveralissueshat may affect the efficiency of theal-
gorithm. To startwith, it doesnot considerthe effect of the
purging procedurdtself in the contentof the buffer, which
meansthat even if only N messagesire stored,they are
likely notto bethelast N messaged-urthermoregxisting
networksarenot fully reliableandmay deliver pacletsout
of order Thus, the actualdistribution of message# the
recipients buffersis even more unpredictabléhanconsid-
eredabove,wherewe assumehatall messagearereceved
in FIFO ordet Thusthe buffer might hold ary N previous
messagesr evensomeposteriormessages.

Additionally, in a real systemwe do not have a single
buffer for eachpair of sendefrecever nodes. Instead,we

have two buffers,oneat the senderandthe otherat there-
cipient, wherepurging may be applied. Naturally, if obso-
lete messagesre purgedin the senders buffer, thereare
less chanceghat obsoleteinformation reachesecipients.
Ontheotherhand,thereis lessloadimposeddownstream.

Although a detailed analytical model could be devel-
oped, simulationshave shawn that this simplerand easier
to usemodelprovidesa goodapproximationof the system
behaior, asdescribedelow.

4.4. Simulation

In orderto verify thevalidity of theanalyticalmodeland
to studytheimpactof practicalissuef protocoldesignwe
resortedto simulation. In contrastto the analyticalmodel,
simulationallows us to considerthe effect of messagee-
orderingandnon-contiguousuffers.

We useadiscreteaventsimulationmodelusingrealcode
for the protocolandarandommodelfor theapplicationand
the network. This setupallows a precisesimulationof the
component®f interestby usinga highly accuratetimer to
measurghedurationof therelevantevents. Thecompleity
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occupanc y and variability at the sender re-
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of theremainingsystemis abstractedsarandommodelfor
eventduration.Thisapproacthasbeenshovn to accurately
representeal-timecharacteristicef the systembeingsim-
ulatedwhile allowing centralizedfailure injectionandom-
niscientobsenation[1].

A full-fledged reliable multicast protocol requiresthe
combinedusedof severalmechanismsFor instance some
form of negative or positive acknavledgementhasto be
usedto mark messagesasdelivered. Inappropriateuse of
thesemechanismsnay lead to problemssuchas ack im-
plosion[8]. In this paperwe areinterestedn assessinghe
impactof messag@bsolescencandflow control, without
beingobfuscatedy otheraspect®f protocoldesign.Thus,
in theseinitial simulationswe have chosena small group
of just threeelementssuchthat buffer overflow is the only
limiting factorin the protocolperformance.

No procesdailuresareassumedndthusno mechanism
is usedto changethe membershif the group. Local net-
work failureis alsonot consideredHowever, receive omis-
sionfailuresdueto unavailability of buffer spaceare con-
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Figure 7. Comparison of purging rates in a
system configured with two buffers of size
N = 10 with expected analytical results both
for N =10and N = 20.

sideredandusedasanimplicit back-pressurmechanisnin
theimplementatiorof window-basedlow-control.

Simulationsshown in this sectionusetraffic generated
with constantintervals, mainly becausgjitter introduced
by buffer overflow become®asietto illustrateDestination
processesonsumemessagefrom the recever queuealso
at a constantrate. In addition, the obsolescencgattern
of the traffic is generatedaccordingto the distribution in-
troducedin the previous sectionand describedoy f, 4(z)
(Equation3), enablingdirectcomparisorof results.

Figure5 presentsimulationresultsdirectly comparable
to thoseof Figure4. The obsened purging ratewith high
valuesof N andd is higherthan expected. This canbe
attributedto purged messagesontributing to approximate
relatedpairsof messagethatotherwisewould betoofarto
befoundwithin the samebuffer.

In addition, Figures6aand6b canbe comparedo their

1L aterin Section5 we shav simulationsusingtraffic generatedvith
exponentiallydistributedintenals.



counterpartén Figurel, shaving thatin theinterval where
purging is effective (i.e., approximatelybetweenl000usec
and1500usec)buffer occupany andjitter atthe senderre-
main low. Semanticallyreliable broadcaseffectively de-
coupledastcomponent$rom slow component#n termsof
congestion.

We now illustrate the differencebetweenapplying the
purge procedurgust at the recipientor both at the recipi-
entandatthe senderFigure7 shaws simulationresultsfor
a scenariowhereboth the senderandthe recipientshave a
buffer sizeof N = 10 and purging is performedat both
ends. Notice that, sincecongestiorpropagatedack from
thebottleneck purgingis first performedexclusively atthe
recever until the buffer fills up with unrelatedmessages.
After that, back-pressurés exercisedand messagestart
beingpurgedalsoat the senderside. The resultis approx-
imately equialentto a contiguousbuffer when eachhalf
aloneresultsin substantiapurging. If not, the resultsare
lower. Nonethelessgpurging atbothendsmight still beuse-
ful for toleratingbottlenecksn differentcomponentsf the
system.

4.5, Systemconfiguration

Theseresultssupportthat when messagebsolescence
is taken into accounthigherthroughputscanbe sustained.
The improvementis alsodirectly relatedwith the message
obsolescencpatternandtheamountof bufferingaccessible
duringpurging.

Completecharacterizatiorof the applications obsoles-
cencepatterncan be achiesed by profiling the application
andderiving the probability massfunction of D from ob-
senedfrequencies.

Takinginto consideratiorotherfactorssuchasavailable
storageandimpactin end-to-endielay buffer sizecanthen
be determinedn orderto maximizethe estimatedourging
rateunderloadgivenby R. Furthermorethis alsopermits
evaluationof what is the maximumprocessingdelay that
canbetoleratedbeforethesourceis affectedby congestion.

5. Case-study

This sectionillustratesthe configurationof the seman-
tically reliable multicastto a concreteexample. We shov
how our analyticalmodelcanbe usedto predictthe system
behaior and configuresystemparametersuch as buffer
sizes.Finally we shav simulationdatafor theresultingsys-
tem.

5.1 On-line trading system

As a casestudywe useanon-linetradingsystem,more
specifically we studythe publishingsystemthatis usedto

100
40%

750 Total: 875
10%

Numberof Stocks: 25
Frequeng: 50%

Table 1. Profiling information on updates: A
small number of stocks is responsib le for a
large number of operations.

disseminaténformationaboutoperationsaandquotesto the
traderss workstations.This systemneedgo sustaina high
throughputo alargenumberof member$15].

Both thetimelinessandthereliability of theupdatesare
extremely importantin this context. Reliability is impor-
tant becausdraderdecisionsare madebasedon available
dataandunreliablemulticastmayleadto thelossof critical
informationby sometraders. Timelinessis alsoimportant
becauseall traders,for fairnessshouldhave the samein-
formationat approximatelythe sametime. Unfortunately
when one of the recipientsis congestedflow control can
degradethe performanceof the completesystem. This is
not acceptableand may force the exclusion of slow mem-
berg15].

Thus,this applicationis agoodexampleof a casewhere
thereliability constraintconflictwith othersystenrequire-
ments(in this casetimeliness)leading,in the worst case,
to a completedenial of serviceduring load peaks,ironi-
cally, when serviceis mostvaluable. The notion of mes-
sageobsolescencmay provide the meando achieve area-
sonabletradeof in this setting. Insteadof introducingan
arbitrarylossof messageshat could leadto sometraders
completelymissinginformation aboutsomestocks,obso-
lescenceallows to introducea selectve purge of messages
duringcongestiomperiods.

In the following, we assumethat two consecutie mes-
sagesontaininginformationfor the samestockarerelated,
as the secondobsoletesthe first. This meansthat every
traderalwaysobtainsthe mostup-to-daténformationabout
every stock, suchasprice andtradedvolume. Also, since
purgingof obsoletamessageis performedirst atthesource
of congestionreceverswith enoughresourcedo sustain
the throughputreceve all operationsdespitethe presence
of somecongestednembersn the group.

5.2 Obsolescencenodel of stock-trading

Thedistribution of tradingoperationsy stockshasbeen
reportedto be highly skewed, suchthat a small subsetof
total stocksis accountabldor a large subsebf operations.
Tablel shows frequeng datausedin the designof a stock
trading systeni14]. Assumingthat successie operations
areindependent,the probability massfunction of the dis-
tancecanbe modeledusingthe geometricalistribution for



N 10 20 30
analytical 0.11 0.20 0.27
simulationwithN  0.11 0.20 0.27

Table 2. Analytical and simulation results.
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Figure 8. Results of simulation with diff erent
buffer sizes: Larger buffers sizes tolerate big-
ger delays without cong estion at the receiver
but result in greater end-to-end latency.

eachfrequeng class.Theresultingdistributionis:
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It shouldbenotedthatin arealsystempperation®nthe
samestocktendto appearin bursts,even for infrequently
tradedstocks,dueto fixation of the sametrigger valuefor
severaloperationandbatchingof smalloperationdy mar
ket operators.If informationaboutthe samestockappears
in burststhis augmentshe opportunityfor purging obsolete
information. However, we considerthat eachoperationis
independenandignorethis effect, resultingin a consera-
tive predictionof efficiengy.

5.3 Systemconfiguration

Given the obsolescencdistribution describedabove, it
is now necessaryo find the ideal buffer size, considering
boththe optimizationof throughputandend-to-endatengy
underload. Besidesusing traffic generatedaccordingto
the previous distribution andwith exponentialinter-arrival
times,experimentalkconditionsarethe sameasin the previ-
oussection.

Although the applicationeventuallyrecevesa message
that overwritesevery purged messagethis informationis

receved with someadditionaldelay We namethe inter-
val betweenrthe sendingof a messag&ndthe receptionof
that messager someother subsequenmessagehat con-
veys the sameinformationsemantidatencyanduseit asa
measureof quality of service. The final decisionon what
buffer sizeis chosenshouldtake semantidateng into ac-
count. Normally, if the systemis not congestedlateng is
limited only by transmissioroverheadand acceptancéy
therecever. Whenthe systemis congestedpuffersarefull
andthusarny messagenight have to wait for all preceding
messages the buffer to be delivered,making buffer size
relevantin semantidateng.

Resultsshawvn in Table2 confirm the predictionsof the
analyticalmodel: Puigingis moreeffectivefor higherbuffer
sizes.In Figure8 we presensemantidateng, i.e., interval
betweerpricefixationandsubsequentotificationof aslow
recever. The figure plots lateng in termsof multiples of
the averageinter-arrival time (y axis) againstrecever per
turbationin percentof the sameaverageinter-arrival time
(z axis)andshowvsonly stablesystenconfigurationsyhich
arethosethatdo not resultin throughputdegradationor ex-
clusionof slow membersNoticethatstrictreliability would
notallow stableconfigurationsvhereary receveris slower
thanthe sender(i.e. to the right of the solid line) asthe
groupwould slow down or memberswvould have to be ex-
cluded. For semanticreliability, the congestiorpointsare
depictedasa solid dotswherepurging is no longerenough
to completelyisolatethe effect of slow recevers.

With abuffer sizeof N = 10 anincreaseof theprocess-
ing delayin theorderof 10%is tolerated with a buffer size
of N = 20, 30%increasds toleratedfinally, a buffer size
of N = 30, allowsanincreasef theprocessinglelayin the
orderof 40%. Notice thatfor the samerecever delay the
semantidateng increasewith the buffer size,asincreas-
ingly older messagesire selectedfor purging. However,
this delay is a mild inconveniencewhen comparedwith
the unpredictablelelaysthatwould resultfrom throughput
degradatioratthe sender

6. Relatedwork

To our knowledge, multicastprotocolsthat addresghe
issueof balancinghigh efficiency with adverseconditions
such as congestion,variable messagedelays or network
omissiongely on a mixture of acceptingnessagdéossand
exploiting application-l&el semanticknowledge[4, 6, 2,
19].

The specific problemof ensuringstablethroughputof
reliable multicasthasbeenaddressedby Birman et al. [4].
The proposedsolution, Bimodal multicast, offers proba-
bilistic reliability guaranteesln contrast,our approachis
not probabilistic. Instead,we requirethe senderto selec-
tively markwhich messagesanbe purgedby the protocol



in overloadconditions.Bimodalmulticastdoesnot require
thesendetto make this selectiorbut requireshereceverto
take correctve measurevhenever amessagés deliveredto
only somememberf the group. If thelosscompromises
correctnestherecevermaybeforcedto excludeitselffrom
the groupandrejoin laterin orderto geta correctcopy of
thestate.

Application Level Framing[6] (ALF) requiresthe re-
ceiverto explicitly requestetransmissionsf lostmessages
thatareconsideredelevant. As we have notedin Section2,
it maybehardto assessherelevanceof adroppedmessage
whenits contentis unknown. In the context of reliablepro-
cessgroupsALF seemdo force too muchcomplexity into
applicationscompromisingthe simplicity of the program-
ming model.

Our work is alsoinspiredin the A-causa[2] anddead-
line constrainedl18] causalprotocols. Theseprotocolsuse
time to defineobsolescenceelationsamongmessagesil-
lowing timing constraintdo bemetatthe costof discarding
delayedmessages.

7. Conclusionsand futur e work

In thepapemwe have motivatedandillustratedtheadvan-
tagesof usingthe notion of messagebsolescencé the
designof protocolsfor high throughputapplications. The
resultingprotocolselectvely purgesmessagethatarecon-
sumingimportantsystemresourcesvithout compromising
applicationcorrectness.

The paperhasproposeda simple analyticalmodelthat
enablegeasoningaboutthe efficiengy of the protocoland
the configurationof systemparameteraccordingto the ob-
solescencédunction of the target application. This model
wasvalidatedthroughsimulation.Whenappliedto atraffic
profile of anon-line tradingsystem,our protocolis easily
configuredto allow a receverto exhibit processinglelays
40% higherthanthoserequiredto processall messagem
duetime withoutdisturbingthe sender

We draw the conclusionthat semantiaeliability is a vi-
ableapproacho ensureglobalperformancen the presence
of perturbedgroup members. We are currently extending
thiswork to studyhow the notionof messag®bsolescence
interactawith otheraspect®f reliablecommunicationsuch
asorderingconstraintandmembership.
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